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Abstract. Image super-resolution reconstruction, the task of producing high quality images from existing 

low quality images, is to solve the problems of poor perception effect and unclear texture of image super-

resolution results. Then a method of multi-channel image super-resolution under ESRGAN is proposed. 

Firstly, 2D-3D CNN is used to reconstruct the multi-channel image data and is set to collect more image 

texture information. Secondly, combined with DPN, the generation network is improved to reduce the 

memory usage of parameters and alleviate the problem of gradient disappearance. Finally, the texture loss 

function is introduced to ensure the high frequency details of the generated image while ensuring the integrity 

of the contents. The experiment indicates that compared with the contrast algorithm, the average value of 

PSNR index increased by 2.31dB，and the SSIM index of structural similarity increased by 0.071. The 

visual result is also significantly enhanced by the method of multi-channel image super-resolution. 
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1. Introduction 

The higher the image resolution, the more information it contains. At present, the common way to obtain 

high-resolution images is to upgrade the hardware equipment, but it costs too much. To lower the cost, 

Image super-resolution reconstruction technology came into being. In recent years, the introduction of deep 

learning has brought rapid progress to image super-resolution reconstruction tasks. In 2015, Dong et al. 

proposed the SRCNN [1], which only uses a three-layer Convolutional Neural Network to train the 

interrelation between low-resolution and high-resolution images. The results obtained are superior to the 

traditional mehods [2,3,4]. VDSR [5] deepens the network structure on the basis of SRCNN. To speed up 

deep network convergence, the idea of global residual is introduced to simplify the training difficulty and 

further improve the reconstruction effect. However, there remains a problem — a lack of high-frequency 

details. SRGAN [6] proposed to use the adverse objective function to promote super-resolution image output 

to solve it, which is close to the manifold of the natural image, but the reconstruction was too smooth. 

ESRGAN [7] is based on SRGAN. By deleting the batch normalization and merging the artificial artifacts in 

the dense block SRGAN results, the visual quality of the reconstruction results of specific data sets is 

enhanced to some extent, but the number of parameters is large and the denoising effect is not obvious. 

To improve the above problems, this paper proposes a method to reconstruct high-resolution images 

through multi-channel image feature extraction based on ESRGAN. (MC-ESRGAN).Firstly, 2D-3D CNN[8] 

method was used to reconstruct multi-channel image data set to extract the unique image information of 

different bands of real world images. Then, combined with DPN[9], the generation network of ESRGAN is 

improved for feature value extraction to make more reasonable use of image features and reduce the number 

of network parameters. Finally, the texture loss function is added to make sure to generate high frequency 

details of the image. 

2. Method 

ESRGAN has a relatively good reconstruction result in the current reconstruction field. However, the 

number of parameters is big and the noise processing is not good enough. The generator part is improved on 

the basis of SRGAN. Firstly, ESRGAN does not use batch standardization. The BN layer normalizes test 

data by using mean and variance estimated over the entire training set, which results in artifacts in the 

reconstructed image. Secondly, in the Basic Block part,the residual Block of SRGAN sequential connection 
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is changed, and RRDB residual cover residual structure is used for feature extraction. The shallow feature 

and deep feature are combined, and the information of each layer is fully utilized so that the network can 

learn more fine details. Although relatively excellent results have been obtained, the number of calculations 

increases. Finally, through the study of the loss area, it is established that the activated features are very 

sparse, especially in the deep network. This sparse activation provides poor supervision, resulting in poor 

performance, and the use of activated features can cause the reconstructed image to be inconsistent with the 

brightness of GroundTruthy's.image.Therefore,pre-activation characteristics are chosen.In this paper, on the 

basis of ESRGAN, the DPN module is used to improve the generator structure, choosing the residual 

network as the backbone, and adding a dense linpath to build a dual path. It helps to slow down the width of 

intensive link path increment and the cost of the GPU memory, by adding a slice on the existing network 

layer, and the link layer can be simple to implement. Compared with the RRDB network, DPN has higher 

parameter efficiency and lower memory consumption. More texture features are extracted from multi-

channel images to enrich high-frequency information, and texture loss function is combined to train the 

model and improve network performance better. 

2.1. Image Preprocessing 

Hyperspectral images provide rich information in multi-frequency bands [10], including color, texture, 

light, and shade contrast, which is conducive to image super-resolution reconstruction. Based on the 

performance of deep learning in various computer vision applications, RGB image restoration algorithms for 

hyperspectral images have made great progress. In this paper, the 2D-3D CNN method is used to rebuild 

multi-channel image data set. There are 31 feature maps in the last layer of the model, and the wavelength 

difference between each feature map is 10nm [7]. The 2D-CNN model uses 2D to convolute single channels 

and calculates the average value generated by each pixel in these channels, to extract the available 

hyperspectral information in the spatial domain of specific channels, effectively integrating spatial data. The 

3D-CNN model is used to add and convolute the responses of all corresponding pixels in 3D space and 

channels. Then the relevant information between the channels is merged. The 2D-CNN model mainly uses 

the spatial correspondence of channels in the image to obtain spectral data, while the 3D-CNN model uses 

the correspondence between channels to refine the extraction of spectral data. 

Fig. 1 shows the transformed multi-channel image. As there are too many bands in the 31 channels 

image, which will affect the effectiveness of the experiment, a genetic algorithm is adopted to select the 

optimal band. When extracting feature bands, the band shape features in the data set are first arranged into a 

feature matrix of 256×256, and then 12 features of each band are optimized for band selection. The final six 

bands are 430nm, 480nm, 540nm,600nm,650nm,and 700nm respectively. Experimental results show that 

these six bands can contain the texture details of 31 channels to the maximum extent and provide sufficient 

texture information for subsequent image reconstruction. 

 

Fig. 1:Multichannel image band selection 

2.2. Network Structure 

The network structure diagram generated in this paper is indicated in Fig. 2. Firstly, each channel of the 

6 input multi-channel images is convoluted with a 3*3 convolution kernel and 64 feature maps respectively, 
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then the feature enhancement is carried out through dual-path connection of 8 DPN blocks, and finally, the 

up-sampling layer and convolution layer are carried out. The final output generates an image. 

 

Fig. 2:  Generate network model diagrams. 

DPN model structure is shown in Fig. 3. The DenseNet and ResNet branches share the first 1x1 

convolution in DPN Block. In practical application, 3x3 convolution uses the GROUP mode in ResNeXt to 

improve performance. The number of features in ResNet branches will also increase, which will reduce the 

problem of DenseNet feature width increasing as the hierarchy increases. The output of the last 1x1 

convolution in the structure is split into two, one half of which has the same number of features as the input 

of the ResNet branch, so that it adds exactly to the input of the ResNet branch. DPN Block improves the 

accuracy without increasing the parameter complexity, reduces the number of hyperparameters, and 

ultimately fuses the extraction features of its mapping and residual mapping. 

 

Fig 3. Dual Path Architecture 

In the design part of the discriminant network, the Patch Disiciminator proposed by Isola et al is used in 

this paper. [11] It was completely composed of the convolution layer, and the mean value of the output 

matrix was taken as the discriminant criterion to determine whether the image was a reconstructed image or a 

real image. As the discriminant criterion is matrix mean, it is more likely to take into account the influence 

between image regions. It has been proved that Markov discriminant has a significant effect on maintaining 

the sharpness and texture details of high-resolution images. Finally, the reconstructed image is discriminated 

against the HR image, and it is shown in Fig. 4  
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Fig 4. Discriminant network model diagram    

2.3. Loss Functions 

The loss functions used for training in MC_ESRGAN include pixel loss 1L , antagonism loss advL , and 

texture loss texL . As shown in (1). 

1adv texL L L L  = + +                                                              (1) 

Pixel loss uses L1 loss, as shown in (2). 
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Where iy
 represents high resolution image and 

( )if x
stands for the reconstructed image. 

Adversarial loss is a commonly used loss function for adversarial network generation, which is used to 

enhance the details of the generated image and make its visual effect more real, as shown in (3). 

~ ~ ~ ( )[ ( )] [ ( )] [1-D(G(x)]
G data zadv x P x P x P xL E D x E D x E= − +                                (3) 

D represents the generation network and represents the signal distribution of random noise based on the 

data taken from the real distribution. 

Since the high-frequency information of HR image obtained through double cubic down-sampling is 

missing, and the image characteristic parameters that can be obtained from the multi-channel image are 

much larger than RGB image [10],the generator is not able to learn the high-frequency information, so 

texture loss Ltex is added, as shown in (4). 

1
( )tex iL G x y= −                                                                 (4) 

Among them, G is the Gram matrix, and Ltex is an improvement on perceived loss. Feature mapping of 

the output of the convolution intermediate layer of the generation network and discriminant network is 

obtained and the corresponding Gram matrix is calculated. The style and texture of the picture can be 

extracted by viewing the values in the feature graph and computing the correlation of the feature graph.          

In this paper, the values of equilibrium coefficients are =5×10-3,  =1,  =1×10-2。 

3. Experimental Analysis 

3.1. Experimental Environment 

The experiment in this paper is carried out on a machine with 16GB(Gigabyte) memory, Inter (R) Core 

(TM) I7-4710HQ CPU, 64-bit Ubuntu operating system, and NVIDIA GTX 1080TI graphics card. The 

running software is JetBrains PyCharm 2019.2.4x64, and the experimental framework is Tensorflow. 

3.2. Experimental Data Set 

In the experiment, the high-quality DIV2K[12] data set was selected for training, with a total of 1000 2K 

resolution images, including 800 training images, 100 verification images, and 100 test images. The test data 

adopted Set14, BSD100, and DPED[13,14,15] data sets to test the performance of the model. The low 

resolution images required for training are obtained by four times degradation of high resolution images in 

DIV2K dataset by bicubic interpolation. 

3.3. Experimental Result And Evaluation 

To verify the effectiveness of the proposed method, Bicubic, SRGAN, ESRGAN, and the proposed 

method were tested on public datasets Set14, BSD100, and DPED. The Peak signal-to-noise Ratio (PSNR) 

and Structural Similarity Index (SSIM) values at 4 times of upsampling by different algorithms are 
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calculated. PSNR is an image quality evaluation based on error sensitivity, the formula is shown in (5). 

SSIM is an image quality evaluation standard that conforms to human vision. It is calculated based on the 

luminance and contrast of the image. The closer the value is to 1, the better the quality of generated images  

has,  the formula is shown in (6). 
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The results are shown in TableⅠ. It can be found that the MC-ESRGAN model proposed in this paper has 

improved its PSNR compared with Bicubic, SRCNN,SRGAN,andESRGAN, the four mainstream image 

reconstruction models used for testing. The mean value of the PSNR index increased by 2.31dB, and the 

SSIM index was 0.008 lower than the ESRGAN algorithm on the Set14 dataset, but higher than the 

comparison algorithm on the other two datasets. 

TABLE I.  IMAGE RECONSTRUCTION RESULTS OF FIVE ALGORITHMS ON SET14，BSD100 AND DPED DATASETS  

Data set evaluation index Bicubic SRCNN SRGAN ESRGAN Ours 

Set 

14 

PSNR 28.43 28.93 29.97 30.77 32.33 

SSIM 0.820 0.839 0.837 0.897 0.889 

BSD100 
PSNR 25.93 26.08 27.16 27.13 27.43 

SSIM 0.678 0.690 0.722 0.728 0.737 

DP 
ED 

PSNR 27.21 29.36 29.28 30.11 33.15 

SSIM 0.731 0.763 0.811 0.789 0.879 

The running time of the five algorithms on Set14 data set, BSD100 data set and DPED data set is shown 

in TableⅡ. It can be seen that the Bicubic algorithm has the shortest time due to its simple operation, while 

other algorithms are slow in network training due to deep learning. Because SRCNN has only three simple 

convolution layers, the computational amount is minimal in the deep learning method.Among them, the 

SRGAN algorithm has the slowest reconstruction speed because the BN layer is not removed from the 

network structure. MC-ESRGAN algorithm is slightly faster than SRGAN algorithm and ESRGAN 

algorithm because the DPN algorithm is introduced. Based on TableⅠ and TableⅡ, it can be seen that the MC-

ESRGAN algorithm has higher PSNR and SSIM values than other algorithms when the running time is 

reduced, which indicates that the proposed algorithm has a better image reconstruction effect. 

TABLE II.  RUNNING TIME OF FIVE ALGORITHMS ON SET14 AND BSD100 AND DPED DATASETS   

arithmetic Set14 BSD100 DPED 

Bicubic 1.894 13.568 136.484 

SRCNN 3.352 25.228 229.562 

SRGAN 4.788 28.482 298.563 

ESRGAN 4.381 27.332 275.635 

Ours 3.865 25.423 254.269 

In this paper, there images are selected from the DPED data set for high resolution image reconstruction 

test, which is used for visual comparison with four classic super-resolution reconstruction methods: Bicubic, 

SRCNN，SRGAN, and ESRGAN. Since the images in the DPED data set are unprocessed real images, 

containing noise, blur, dark light, and other low-quality problems, there is no corresponding ground truth, 

which can only provide an intuitive comparison. To visualize the advantages of this model, local high-

resolution images of tree branches ,small tiger whiskers and the license plate number were selected for 

magnification and comparison, as shown in Fig 5. 
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Fig 5. Four algorithms are used to reconstruct visual contrast images 

The MC-ESRGAN reconstructed images of the whiskers and branches of the tiger cub are clearly textured 

and show details closest to the real texture seen by human eyes in the real world.  In contrast, Bicubic images 

are very blurry, and even some texture details are different from real images. Due to the simple network 

structure of SRCNN, more texture details can be learned.SRGAN images can recover some high-frequency 

information, but they are too smooth and not effective in sharpening. ESRGAN method is better than the first 

there methods in overall image reconstruction, but it will introduce noise information. In the third picture, the 

license plate is under the quadruple magnification factor. Our method is obviously superior to other 

algorithms in terms of digital clarity. Compared with SRGAN, it reduces the generation of artifacts and has 

clearer texture details than ESRGAN. 

4. Conclusion 

In this paper, 2D-3D CNN is firstly used to reconstruct the multi-channel image data set and enrich the 

high-frequency details of the image by taking advantage of the characteristics that different bands of the multi-

channel image contain different texture information. In addition, a genetic algorithm is used to select six 

bands from the 31-channel image as the input of the generation network to reduce the number of parameters. 

Secondly, the RRDB module in the ESRGAN generation network structure is improved by combining the 

DPN idea to reduce the memory usage of parameters and alleviate the problem of gradient disappearance. 

Finally, the texture loss function is introduced to reduce the loss of high-frequency details. After the 

discussion before, the MC-ESRGAN algorithm proposed in this paper has improved the evaluation index 
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results and subjective visual effects obtained on Set14 data set, BSD100 data set, and DPED data set 

compared with other reconstruction methods. However, this experiment was only reconstructed at a factor of 4, 

and further studies should be carried out on reconstruction at 8 magnification and greater magnification. 
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